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FEATURE EXTRACTION AND ANALYSIS IN GREEK
L2 TEXTS IN VIEW OF AUTOMATIC LABELING FOR
PROFICIENCY LEVELS
Maria Giagkou!, Giorgos Fragkakis, Dimitris Pappas! & Harris Papageorgiou!
Unstitute for Language and Speech Processing / R.C. ATHENA
mgiagkou@ilsp.gr; fragakis@sch.gr; dpappas@ilsp.gr; xaris@ilsp.gr

epidnyn

210 &pBpo Siepevvitau éva 00vodo YAwooikdy xapakTHpLoTIKWY Keluévwy mov amevfivo-
viau o€ pabntéc s EAnvikns we I2 ko e€etaletou n oyéon twv ev Adyw yapaktnplotikv
ye 7o emimedo yAwoooudBeiag yix To omoio Bewpovvrar katdAAnAx Tor Keipeve avTd. XTX0G
elvau va Srepevvnlei moia yapaktnpioTikd apovotdovy enapkih SiakpITIKY IKAVOTHTA HETA-
&0 Twv emmédwy, wote va aklomomBovy o€ pia IPOTEYYIH AVTOUKTHS KATHYOPLOTIOINONG O€
enineda ylwoooudBeias. Ilpog avté To okomo aiomoieitan évar WA KEWEVWY TTOV TVYKPO-
HOnKe and eyyepidia s EAAnvikhs wg I2. Taw amotedéopata avadeikviovy 11 oHuavTiky
enidpaon, perald dAAwY, YAPAKTHPIOTIKWOY TIOV TTOGOTIKOTIOIOVY THY TIEPITAOKOTHTA TwWV

oUVTAKTIKOY SEvTpwY edapTroew, THG YEVIKAG TTWONG Kl TWV EMOETIKWY TPOTOLOPITUADY.
Keywords: L2 reading, text complexity, linguistic features, proficiency levels, automatic label-
ling

1. Introduction
The last two decades have seen increasing interest in modelling text difficulty, i.e. read-
ability. Automatic readability estimation systems are intended to assess whether a text

retrieved from a large collection, such as a repository or the web, is appropriate for a

given group of readers, according to their abilities in L1 or by taking into account the
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readers’ special needs (e.g. learning difficulties). Readability estimation is particularly
relevant for second language (L2) learners as well. From the L2 perspective, the aim is
to automatically identify or retrieve a text given the proficiency level of the learner or
group of learners.

To this end, recent studies attempt to grade L2 texts according to proficiency levels in
order to facilitate reading in L2 or as an aid to the selection of assessment material (e.g.
Centre for the Greek Language 2013, Tzimokas and Tantos 2014, Francois and Fairon
2012, Ott and Meurers 2010, Pilan et al. 2014, Vajjala and Meurers 2012). In a similar
approach, the development of productive skills in L2 (mainly writing) is investigated
in view of an automated evaluation of L2 writing (e.g. Lu 2010, 2011, Vyatkina 2012,
Giagkou et al. 2015).

The long tradition of L1 readability assessment, dating back to the early 20th cen-
tury (see DuBay 2006), has bequeathed readability formulas (e.g., Flesch Reading
Ease Score, Flesch-Kincaid Grade Level, Fog index, SMOG, etc.) that assign a difficulty
grade or level to a text by relying on surface linguistic features such as sentence and
word length, as simple proxies for syntactic complexity and vocabulary burden, re-
spectively. More recently, advances in NLP have boosted readability research. That is,
new resources (electronically available texts) and new tools (taggers, parsers, semantic
treebanks, etc.) have made it feasible to apply machine learning techniques in large
training corpora and to quantify more thorough and linguistically sound text features.
Semantic and discourse features are investigated e.g., named entities (Barzilay & Lapa-
ta 2008) and lexical cohesion (Pitler & Nenkova 2008). Shallow syntactic complexity
indicators, such as average sentence length, are combined with the height of syntactic
trees (see also Heilman et al. 2008). Instead of simple proxies of vocabulary burden,
N-gram Language Models (LM) are used for predicting the grade level of texts (Callan
and Eskenazi 2007, Petersen & Ostendorf 2009, Schwarm and Ostendorf 2005).

In this paper, we present an investigation of linguistic features of texts addressed to
learners of Greek as a second language (L2). The goal of this study is to identify the
textual properties that indicate the development of reading skills in Greek L2 with
the aim of employing these properties as parameters for automatic proficiency level
labelling. The set of features investigated in the current study draws on the traditional
readability research combined with NLP-enabled features and machine learning tech-
niques for text classification, as this merging was found to result in performance gain
(Francois & Miltsakaki 2012).
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The paper is organized as follows: Section 2 provides information on the corpus used
and the features identified, selected and computed, in order to form the dataset for the
analysis. In Section 3, the analysis applied on the features is presented and the results
are analyzed. We conclude with a summary of the main findings and their implications
to the directions of future work in view of automatic proficiency level classification for
Greek L2.

2. Datasets
2.1. Corpus

For the purposes of this investigation, a Greek L2 text set that is labelled for proficiency
levels in an objective and qualified way, and can thus be considered as gold-standard,
deemed necessary. Such dataset was retrieved from the Greek L2 textbooks published
by the Centre of Intercultural and Migration Studies (E.DIA.M.ME.) and freely avail-
able online. These textbooks are addressed to Greek migrants living abroad, from pre-
schoolers (aged 6) to 18 year-olds, learning Greek as a second or foreign language.
E.DIA.M.ME. employs five proficiency levels aligned to the Greek educational system
grades and to CEFR levels (Council of Europe 2001) as presented in Table 1.

Age School grade | E.DIA.M.ME. | Language CEFR level
level content alignment
6 Preschool
. 1 1 Pre-reading, Al
reading
8 2
9 3 Speaking
2 and writing A2
10 4 consolidation
11 5 Further practice
3 in speaking and Bl
12 6 writing
13 7
14 8 4 Independent B2 & Cl
writing
15 9
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16 10
17 1 5 Greek language 2
and literature

18 12

Table 1 | E.DIA.M.ME. proficiency levels (Damanakis 2004: 76) and their alignment to CEFR levels
(E.DIA.M.ME. 2014)

Only prose texts were extracted from the textbooks, while poems, lyrics, exercises, and
guidelines to the exercises were excluded. The selected texts belong to different gen-
res (mainly narrative, descriptive, expository, and procedural) and types (letters, an-
nouncements, instructions, diary entry, etc.). Dialogues were also included, as they are
very frequently used as educational material in L2 textbooks, though the role/name of
the speaker was removed.

The final corpus employed in this investigation comprises 753 texts and a total of
112.169 tokens (Table 2). Each individual text inherited the proficiency level assigned
to the textbook it was retrieved from, e.g. a text drawn from a textbook labeled as level

5, was considered as addressed to level 5 learners.'

Grouped EDIAMME

levels levels Texts Sentences Tokens
1 (CEFR Al- 1 24 136 720
A2) 2 295 4.552 33.636
2 (CEFRB1- |3 108 1.263 8.780
C1) 4 147 2.305 19.272
3(CEFRC2) |5 179 3.356 49.761
Totals: 753 11.612 112.169

Table 2 | Corpus description

1 It should be noted that this decision imposes a degree of “noise” to the data, as, although a low level
textbook is not expected to include a text addressed to higher levels, the reverse is not equally unlikely.
E.g. certain texts retrieved from a level 5 textbook can actually address lower level learners.
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The texts were automatically annotated for morphological types, syntactic dependen-
cies and phrase structure using the Institute for Language and Speech Processing NLP

tools pipeline (Prokopidis et al. 2011, Prokopidis and Papageorgiou 2014).
2.2 Feature selection and computation

The set of features investigated as indices of the proficiency level was selected on the
basis of previous research on L1 and L2 readability assessment, as well as on second
language acquisition and development. These features capture morphological, syntac-
tic, lexical/semantic, and other attributes of the text that are salient to the target profi-
ciency level discrimination and prediction task.

In total, 303 text features were identified and computed. These fall grossly into the

following categories:

a) Surface features: word and sentence length (e.g. average word length), num-
ber of characters, punctuation marks, numbers, etc.

b) Lexical/semantic: lexical density (i.e. content to functional words), lexical var-
iation (e.g. type/token ratio, hapax/dis-legomena), including noun and verb
variation measures, text entropy, lexical richness, etc.

c) Morphological: frequencies and ratios of the different parts of speech, includ-
ing their forms, e.g. ratio of passive verbs to verbs, ratio of nouns in the geni-
tive case to nouns, ratio of Ist person personal pronouns to pronouns, etc.

d) Syntactic: frequencies and ratios of the different syntactic roles (e.g. subjects
to verbs ratio), measures of the dependency trees (e.g. depth and height of syn-
tactic trees), phrase structure (e.g. length of noun, verb and adjectival phras-
es), subordination and apposition (e.g. average number of coordinating and
subordinating conjunctions per sentence), etc.

e) Discourse-based features, e.g. use of relative pronouns as an index of the
degree of anaphora density, frequency of present and past tenses as indices of

temporality and narrativity, etc.

The defined features were computed with a specialized software, the ILSP FeatExt tool,
developed in Python. The input of FeatExt is any corpus of Greek texts, automatically
annotated for Part of Speech, syntactic dependencies and phrase structure. It calcu-

lates the values of raw surface features (frequencies of words, sentences, nouns, verbs,
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etc.) and computes their standardized values (i.e. meaningful ratios). In order to cater
for zero values, MinMaxScaler transformation is applied to all raw features. The output
is a table of extracted feature values, preferably in CSV format. Settings can be modi-
fied through an optional configuration file to define, among others, the set of features
to be computed, the corpus location, or additional feature-relevant data such as a list of
words to be counted (e.g. functional words, basic vocabulary for a specific proficiency

level or topic, etc.).

3. Analysis and results

In order to investigate the underlying associations of text features with the profi-
ciency level, correlation analysis was applied between all the extracted features and
the grouped proficiency levels. Table 3 reports the twenty features that exhibited the
highest absolute values of Spearman’s rho correlation coeflicient in descending order
(p<0,05).

Among the best performing features, the average number of noun phrases in the
genitive case per sentence was found to exhibit the highest correlation coeflicient
(rho=0,542). The association of the genitive case with the text’s level is also evidenced
by the performance of two more features, i.e. the average number of adjectival phras-
es in the genitive case per sentence (rho=0,473) and the average length of adjectival
phrases in the gen. case (rho=0,448). Complementing and looking at these results from
a different angle, the influence of phrase structure, especially of the length and relative
frequency of nominal phrases is apparent. Out of the 20 best performing features, six
are indices of phrase structure (features in ranks 1, 6, 8, 12, 15 and 16 in Table 3). The
frequency of use of modifiers, namely of adjectives, also seems to be highly correlated
to the proficiency level: the more adjectives used in a text the more likely it is that the
text is addressed to higher level learners. This is evidenced by the average number of
adjectival phrases and of adjectives per sentence.

Another important finding is highlighted by the performance of features that at-
tempt to quantify syntactic dependencies. These include the width and height of de-
pendency trees (rho=0,495 and 0,486, respectively), as well as the number of leafs and
governor nodes (rho=0,490 and 0,485, respectively). Their emergence in the top ranks

of Table 3, qualifies them as key predictors of the proficiency level.
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Feature Spearman’s | EDIAMME
rho grouped
level-pairs
1vs2 | 2vs3 | 1vs3
1| Av. # of Noun Phrases in gen. case
0,542 | | |
per sentence
2 | Av. Width of dependency trees 0,495 | | [ |
3 | Av. # of Leafs in dependency trees 0,490 [ | [ |
4 | Av. Height of dependency trees 0,486 | [ | [ |
5 | Av. Sentence Length 0,485 | [ |
6 | Awv. # of Adjectival Phrases per sentence 0,485 | [ |
Av. #
7 Av of governor nodes 0.485 - -
in dependency trees
8 | Aw. # of Noun Phrases per sentence 0,480 | [ |
9 | % of sentences with length>20 words 0,477 [ | [ | [ |
10 | Aw. # of Adjectives per sentence 0,474 u [ |
11 | Av. Word Length 0,474 [ | [ | [ |
12 | Av. # of Adjectival Phrases in gen. case
0,473 | [ |
per sentence
13 | % of sentences with length>10 words 0,470 u u
14 | Terminal punctuation to total
-0,461 | |
characters ratio
15 | Av. Length of adjectival phrases in gen.
0,448 | | |
case
16 | Av. # of Adjectival Phrases
. 0,446 | [ |
in acc. case per sentence
17 | % of sentences with length>30 words 0,443 u |
18 | Aw. # of Passive Verbs per sentence 0,442 u | [ |
19 | Relative pronouns to Pronouns ratio 0,439 | [ |
20 | Aw. # of prepositions per sentence 0,438 n u

Table 3 | Top-20 features highly correlated with EDIAMME grouped levels and post hoc multiple comparisons

between level-pairs
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Different aspects of syntactic complexity are also highlighted by the average number
of passive verbs and prepositions per sentence. As expected, passive constructions are
rarely used in lower levels, while learners encounter them more and more frequently in
textbooks as their reading skills develop. The same is true for prepositions, a feature that
indicates that higher proficiency level texts employ more complex-compound sentences.

The statistically significant correlation performed by the ratio of relative pronouns
to pronouns (rho=0,439), signifies the role of anaphora. As anaphora resolution is
considered a linguistically and cognitively demanding task during reading, anaphoric
structures are rare in lower levels, but significantly more frequent in upper levels. As a
result, the use of relative pronouns can be considered as a successful discriminator of
proficiency levels.

The list of the best performing features also includes some more “traditional” indices
of text complexity, such as word and sentence length. The average sentence length ap-
pears in rank 5 in Table 3 (rho=0,485), while relevant features that quantify sentence
length from a different perspective are also present (the percentage of sentences with
more than 10, 20 and 30 words). Additionally, the presence of the ratio of terminal
punctuation to total characters, should be also interpreted as an inverse to sentence
length. Regarding lexical features, it is noticeable that among the various features in-
vestigated (lexical diversity, density, etc.), only the average word length is present in
the top performers (rho=0,474).

A more thorough investigation of the above features employed one-way ANOVA
for means comparison across levels, which resulted in statistically significant main
effects for all of the 20 features. Since, however, this type of analysis cannot determine
whether the mean values of a feature are statistically different between all possible level
pairs, post-hoc multiple comparisons (Bonferroni tests) were also applied. The results
are presented in Table 3: statistically different means for each feature are indicated for
each level combination separately. These comparisons indicate that all features can
successfully discriminate group 3 (i.e. EDIAMME level 5, CEFR C2) from lower levels
(both from group 2 and group 1). However, some of the features were not as successful
in discriminating group 1 (i.e. EDIAMME levels 1 and 2, CEFR Al, A2) from group
2 (i.e. EDIAMME levels 3, 4, CEFR B1-C1). Poor performers in discriminating levels
group 1 from group 2, were all the features relevant to sentence length, with the excep-
tion of the proportion of sentences with more than 20 words. This implies that a group
1 text is unlikely to include lengthier sentences, thus imposing a possible threshold for
the transition from CEFR A2 to B1 level.
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4. Conclusions and discussion

The current investigation highlighted a number of textual features, automatically ex-
tracted from a morphologically and syntactically annotated Greek L2 corpus. With
the aim of identifying indices of text difficulty that are directly associated with the
proficiency level, we employed statistical analysis and put forward the best perform-
ing features. These can be regarded as potential predictors of the proficiency level of a
previously unseen text in an automatic labelling/classification approach.

The results highlight the influence of syntactic features on the characterization of
proficiency level: with the exception of average word length, the rest of the best per-
forming features are directly or indirectly related to syntactic complexity. This finding
is in line with previous research where syntax-related features consistently appear in
the best-performing prediction models (e.g. Pitler and Nenkova 2008, Schwarm and
Ostendorf 2005, Callan and Eskenazi 2007, Kate et al. 2010, Kotani et al. 2008). The
frequencies of the genitive case, of adjectives and prepositions were additionally iden-
tified as successful discriminators. Surface features used in traditional readability for-
mulas, such as sentence and word length, were found to be significantly correlated to
proficiency levels. Similar recent research in Greek has also highlighted the influence
of such surface features on proficiency level classification (Tzimokas and Tantos 2014).
It is interesting to notice that some of the features put forward by Georgatou (2016) as
the most informative, i.e. sentence length, passive verbs and adjectives, are confirmed
by the current study as well, thus qualifying them as reliable of indices of Greek texts
difficulty level.

When the best performing features were tested for their discriminatory power be-
tween all possible level pairs, they proved to be highly discriminative of the upper
proficiency level. This finding implies a significant shift in L2 reading skills during the
transition from C1 to C2 level, and this shift can successfully be measured by the fea-
tures investigated herein. On the contrary, the transition from A2 to B1 seems to go in
hand with the acquisition of language skills not depicted in the features that emerged
from the current analysis.

It is true that the current investigation is subject to limitations imposed by the corpus
at hand, which comprised texts drawn from textbooks of a single publisher. As such,
the findings may be influenced by the publisher’s choices regarding the types and top-
ics of texts, and the linguistic descriptors of proficiency levels the editor has adopted.

To cater for this limitation, the work described herein is continued and expanded in

FEATURE EXTRACTION AND ANALYSIS IN GREEK | 365



order to exploit a larger corpus of Greek L2 texts from different publishers. Proficiency
level labelling for this expanded corpus does not rely exclusively on the publisher’s
labelling. Rather, three independent experts in Greek L2 teaching have judged each
text to determine the CEFR proficiency level. The expert’s judgements is treated as
the dependent variable in a machine learning approach for the automatic labelling of
previously unseen texts which has already yielded significant results.

Reading comprehension is a key skill in L2 development, and reading is an inte-
gral part of L2 instruction and assessment. In this view, an automated approach to
matching L2 learners to texts suitable for their proficiency level is expected to facilitate
selection of reading material both for learners and teachers. It is at the same time an
anticipated aid in assessment procedures, by providing an objective measurement for
the estimation of level-appropriateness of items included in diagnostic, placement or

achievement language tests.
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