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CO-REFERRING OR NOT
CO-REFERRING?
ANSWER THE QUESTION!

Marina Vassiliou!, Angelos Georgaras?,Prokopis Prokopidis' & Haris Papageorgiou!
nstitute for Language and Speech Processing, 2University of Athens

{mvas, prokopis, xaris}@ilsp.gr, angelosgeorgaras@hotmail.com

epidnyn

Emilvon ovuvavagopds eivai 0 eVTOTIOUOG EKPPROEWY TTOV AVAPEPOVTAL OTHV (St OVTOTHTA.
Baowkh mrvyi oty Enekepyacia Quaikhic TAdgoag, ovpfdAder oe epappoyés onwg e&dpuén
TIANPOQOPING, TIEPIANYY KELUEVO KL OUOTHUXT EPWTATIOKPIoEWY. 210 TTapov &pBpo mepi-
yphpeTau éva oVaTHHA ETIAVGNG TUVAVAQOpES, To TIpWTO, €& bowv yvwpilovue, yia THv EA-
Anvixt). Xeipietar 6Meg Ti¢ exppdoeis (ovopatikés Ko aviwvopikés, Kevl vimokeieva) Kot
Baoiletar oe éva kavovioTiké adyépiBuo, o omoios, epapuélovtas pic oeipd - Kvpiws popo-
Aoyikdv kot CUVTAKTIKWY — KpiTHpiwy SHuLovpyel CVOTAOEG CUVAVAPEPOUEVWY EKPPROEWY.
H npawty vAomoinon Tov cVOTHUATOG ETTVYYEVEL TIOAD IKAXVOTIOINTIKG TTO000T akpifeiag (~
83%). Emiong avantoyOnke oYy eMONUeiwonG OYECEWY OCUVAVAPOPAS TIOV EQAPUOOTHKE

o€ éva owpa keypévwy ueyéfovs >90.000 Aékewy.
Keywords: coreference, near identity, bridging, coreference resolution, coreference annotation,
Natural Language Processing
1. Introduction
Coreference Resolution (CR) denotes the detection of all linguistic expressions in a

text which refer to the same discourse entity. It has been (and still is) one of the most

intriguing tasks within Natural Language Processing over the past twenty years (see
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Ng (2010) for a concise review of the field). An interesting problem per se, coreference
resolution also assumes an ancillary role in other NLP tasks such as information ext-
raction, text summarisation, machine translation and question answering.

Coreference resolution is construed as a clustering problem, i.e. the coreferent ex-
pressions within a text must be linked as members of the same chain and grouped into
the same cluster. The solution to this clustering problem has been attempted by various
systems, which are either based on machine learning algorithms (Soon et al., 2001,
Ng and Cardie, 2002, Versley et al., 2008b, Durrett and Klein, 2013) or follow rule-
based approaches (Lappin and Leass, 1994, Haghighi and Klein, 2009, Lee et al., 2013,
O’Connor and Heilman, 2013). Machine learning systems, supervised and unsuper-
vised ones, have taken the lead over the last decade due to the availability of manually
annotated corpora; yet rule-based systems still outperform them in most cases.

Models for handling coreference could be classified into three types: First, the men-
tion'-pair models, where expressions in a text are examined in pairs and then local
decisions are assembled together (Soon et al., 2001, Ng and Cardie 2002a, Versley et
al., 2008b). Alternatively, the entity-mention models highlight the importance of si-
multaneously checking coreference over all mentions in text which refer to an entity
(Luo et al., 2004, Yang et al., 2008a, 2004, Haghighi and Klein, 2010, Lee et al., 2011).
Finally, ranking models arrange all candidate antecedents of an expression based on
probability (Iida et al., 2003, Yang et al., 2008b).

CR systems utilise a wide range of features, varying between simple string matching
and grammatical features (part of speech, gender, number etc.) to syntactic and se-
mantic features (e.g. agreement, binding constraints, syntactic role, selectional restric-
tions, 6-roles, semantic relations etc.). Furthermore, in order to enhance precision,
there have been attempts to improve coreference resolution by feeding systems with
knowledge of the world, the rationale being that humans also resort to this knowledge
in order to process and understand texts. This knowledge is drawn from web resources
such as Wikipedia, DBPedia or YAGO (cf. Uryupina 2006, Ponzetto et al., 2007, Vers-
ley et al., 2008a, Bryl et al., 2010).

In this paper we describe a coreference resolution system, the first one, to our know-
ledge, that handles Greek data. The system implements a rule-based algorithm, which
falls under the category of the entity-mention models, and targets both precision and

recall. More specifically, with the aim of maximising recall, it initially extracts all lin-

1 Mention denotes the occurrence of an expression in a text.

1156 | VASSILIOU ET AL.



guistic expressions from a text and creates corresponding clusters (i.e. coreference
chains). Subsequently, a series of precision-oriented criteria, which primarily rely on
morphological and syntactic features, are applied in a stepwise mode, checking the
consistency of already formed clusters and governing the creation of new ones.

The linguistic expressions handled by the system comprise only nominal and pro-
nominal referential expressions as well as null subjects in both finite and gerundive
clauses. Adverbial expressions with a referential function are not currently supported.

Furthermore, the current article reports on related resources that have been created
in parallel, namely a coreference annotation scheme for the Greek language that also
addresses bridging and near identity relations, as well as a Greek corpus annotated
with these relations.

The paper is structured as follows: Section 2 provides information on the corefe-
rence resources for the Greek language, namely the annotation scheme and the corre-
sponding corpus. Section 3 describes the coreference resolution system, while Section
4 reports on the evaluation results obtained. The concluding section outlines future
directions with respect to the development of the system and the improvement of its

performance.

2. Coreference annotation scheme for the Greek language
2.1 Defining relations between expressions

The Greek coreference annotation scheme specifies three types of relations between
linguistic expressions, (i) coreference, (ii) near identity and (iii) bridging.
Coreference denotes a relation between (at least) two linguistic expressions, which
have the same referent, i.e. they point to the same discourse entity. The linking of these
expressions results in a chain, either within the sentence boundaries (examples 1-3) or

spanning more than one sentence (example 4):

(1) H e&éhiEn avtiy avakovwBnke tavtoxpova otig HITA kat tn Bopeia Kopéa

Kat Tpoékvye Sho prveg uetd to Bdvato Tov nyétn g Bopetag Kopéag.

“This development was announced in the US and North Korea at the same
time and came two months after the death of the leader of North Korea.
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(2) Zmv Ovaotyktov, o Agvkog Oikog eEé@pace ikavoToinon yla Ty anoégaon

¢ Movykyavyk, xapaktnpifovtag tnv Oetiko tpwto Prijpa.

‘In Washington, the White House welcomed the decision of Pyongyang and

characterised it as a positive first step.

(3) II¢pace o idtog vixTa 0T0 AKPpWTPL 6TTOV DYwoe TNV eEAANVIKI onpaia.

‘He went himself to Akrotiri during the night and raised the Greek flag’

(4) O Apepwavog IIpoedpog Snlwoe ... 6Tt “mpoTtipd to Oépa va emAvdei péow
™G dimwpatiag” O Mrapdk Opmapa avépepe 0Tt «0n VITAPXOLV TOAAEG

ava@opég yla tolepo pe to Ipav”

“The US president said ... that “the issue will preferably be resolved through
diplomacy” Barack Obama said that “there are already many references to

war with Iran”’

Near identity denotes a quasi coreferential relation between two different linguistic ex-
pressions or instances of the same expression, which implicitly refer to the same entity
or represent an aspect of the same entity. These expressions “are partially the same in
that they share most of the important characteristics, but differ in at least one crucial
dimension” (Recasens and Marti, 2010: 151). In example (5) the two instances of the
expression “HITA” are quasi coreferent, since the first one has a locative reading, where-

as the second one refers to a related aspect of this location, namely the US government.

(5) H vikn tov kaAwoopiotnke 1000 oty KovPa 600 kat otig HIIA. ... Etot ot

HIIA éywvav mold exBpticég évavtt Tov Kaotpo katd o 1959.

‘His victory was welcomed in Cuba as well as in the United States ... There-
fore, in 1959 the United States became pretty hostile towards Castro.

Bridging denotes an associative relation between two non-coreferent linguistic expres-
sions. This relation may come in various types (for instance set-subset, part-whole,
entity-property, contrastive association etc.). Example (6) instantiates a set-subset re-

lation holding between the two bold-faced expressions.
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(6) Ze 0\eg oxedOV TIG KATOKNUEVEG TTEPLOXEG TOL KEVTIPOL LTIAPXEL 1) iSta elkOVa
EPNHWOTNS.

‘One sees the same picture of desolation in almost all populated downtown
areas.

2.2 The annotation scheme in a nutshell

The annotation scheme is largely based on the PDT 2.0 (Prague Dependency Treebank)
scheme, used for manual annotation of texts at multiple levels (morphology, syntax,
semantics and pragmatics); yet it contains several modifications pertinent to the Greek
language, while it was also extended to accommodate near identity relations.

All kinds of expressions are taken into account (nominal expressions and pronomi-
nal elements, anaphoric adverbs, and null subjects). Notably, as regards coreference,
split antecedents are allowed. Additionally, metonymy, which functions as a corefe-
rence mechanism, is also covered in the annotation scheme. Furthermore, near identi-
ty relations come in five types. Finally, nine bridging relation types are specified.

A comprehensive description of the scheme together with annotation guidelines is

available online’.
2.3 The annotated corpus

The resource annotated with the aforementioned scheme is a medium-sized corpus
comprising mainly news texts drawn from various sources. Table 1 on the next page
illustrates the corpus profile.

Figure 1 illustrates the TrEd" annotation tool that was used for the annotation of the
corpus. Text is represented as sequences of dependency trees and the coreferent nodes

are linked with an arrow.

2 https://ufal.mff.cuni.cz/pdt2.0/

3 http://gdt.ilsp.gr/guidelines/coreference/coreferenceannotationguidelines.pdf/@@download/file/core-
ferenceannotationguidelines.pdf

4 http://ufal.mff.cuni.cz/tred/
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Source Texts | Sentences | Tokens
newspapers 11 186 4.120
elwikinews 92 675 14.739
wikipedia 11 263 6.263
europarl 45 1.301 | 30.076
setimes 6 67 1.684
voa 9 89 2.551
in.gr 81 791 21.843
opinion texts 20 591 11.788
Total 275 3.963 | 93.064

Table 1 | Coreference-annotated corpus
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Figure 1 | Screenshot of the annotation environment

3. A coreference resolution system for Greek

Our coreference resolution system for Greek belongs to the rule-based paradigm rather
than the machine learning one. This decision was dictated not only by the scarcity of
available training resources in Greek, but rather by the fact that rule-based approaches
yield the best results as yet. Following the entity-mention model of dealing with core-

ference, the system attempts to jointly detect all the expressions in a text, nominal and
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pronominal ones, phonologically instantiated or not, which refer to the same entity.
The system receives as input an XML file (see Figure 2) containing text annotated
with information about token, lemma, Part-of-Speech (PoS) tag and syntactic depen-

dency relations.

<children id="t-20140701-ingr-8013-s1wy">
<t_lemma>Pwoia</t_lemma>
<deepord>7</deepord>
<children id="t-20140701-ingr-8013-s1w6">
<t_lemma>o</t_lemma>
<deepord>6</deepord>
<form>tng</form>
<tag>AtDfFeSgGe</tag>
<sentord>6</sentord>
<afun>Det</afun>
</children>
<form>Pwoiag</form>
<tag>NoPrFeSgGe</tag>
<sentord>7</sentord>
<afun>Atr</afun>
</children>

Figure 2 | Indicative input to the CR system

s1w6 o mg AtDfFeSgGe Det

s1wy Pwoia Pwoiag NoPrFeo3SgGe Atr 7)
siw8 Aoyw Aoyw AsPpSp AuxP

siwg o Twv AtDfFePlGe Det

S1W10 KOPWOT  KUPWOEWV NoCmFeo3PIGe Atr (4)
siwil . . PTERM_P AuxK

S2w1 o OL AtDfFePINm Det

s2w2 KUPWON  KUPWOELG NoCmFeo3PINm Sb (4)
s2w3 TI0L Tov PnReFeo3PINmMXx Sb (4)
S2wW4 €xw €xouv VbMnIdPro3PIXxIpAvXx AuxV
S2w5 eTPBAANW e PAnOel VbMnNFXxXxXxXxPePvXx ~ Atr
s2w6 oTov ot AsPpPaFeSgAc AuxP

S2W7 Pwoio Pwoio NoPrFeo3SgAc IObj 7)
s2w23 pmopw  pmopel VblsldPro3SgXxIpAvXx Obj_Co
S2W24 va va PtSj AuxV

s2w2g odnyw odnyricouv VbMnlIdXxo3PIXxPeAvXx  Sb

s2a1 #Cor - 03PINm Sb (4)

Figure 3 | Indicative output of the CR system
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The system output includes an extra annotation layer whereby each expression is
flagged with the id of the cluster it has been classified into. In Figure 3, the expressions
marked with the same id (see last column) are grouped into the same cluster, thus they
are coreferent.

The CR algorithm is entity-oriented, trying to jointly discover all the expressions that
refer to the same entity. Eight phases can be identified:

Phase 1 - Process text: Each word of the input text is represented as a 10-feature

vector.

[s6w10, anepyia, NoCmFe03SgGe, 10, Obj, s6w9, 6, 11, 92, anepyiag]
« Feature 1: word id

o Feature 2: word lemma

o Feature 3: PoS tag

o Feature 4: position of the word in the sentence

o Feature 5: dependency relation tag

o Feature 6: parent node id

o Feature 7: sentence id

o Feature 8: clause id

« Feature 9: position of the word in the text

« Feature 10: token

Phase 2 - Identify expressions: All candidate expressions in a text are identified and
classified into four categories, namely (i) nominal mentions, (ii) pronominal men-
tions, (iii) null subjects of a finite clause and (iv) null subjects in non-finite clauses.
Expressions which lack anaphoric properties, that is, they do not refer to an entity, for
example attributive expressions, are not considered eligible and are excluded.

Phase 3 - Initial clustering: All nominal mentions are clustered based on their lem-
ma. So mentions with the same lemma are considered coreferent and grouped to-
gether. Mentions which differ in lemma yet are joined in an appositional structure, for
instance “O BAavtiuip IlodTiv, o mpbdedpog 116 Pwoiag”, are also considered coreferent
and are clustered together.

Phase 4 - Refine clustering: The initial clustering of the nominal mentions is re-ex-
amined and modified accordingly on the basis of pre- or post- modifiers. So, mentions

that have been grouped together due to lemma identity, will no longer form the same
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cluster if their modifiers differ (e.g. “apyixn éxOeon” vs. “rehixn éxOeon™).

Phase 5 - Handle null subjects: For each null subject the algorithm detects its core-
ferent mention, which could itself be a null subject, utilising mainly agreement and
structural features. If the mention already belongs to a cluster, then the null subject is
included too. Otherwise, a two-member cluster is formed comprising the null subject
and its antecedent.

Phase 6 - Handle pronominal mentions: The algorithm detects the antecedent of
each pronominal element utilising agreement and locality features. For instance, the
antecedent of a relative pronoun must precede the pronoun and agree with it in gender
and number. In a similar vein to Phase 5, if the antecedent has been already clustered,
then it pied-pipes the pronominal mention to its own cluster. In a different case, the
pronoun and its antecedent form a two-member cluster.

Phase 7 - Merge clusters: The algorithm re-examines the already-formed clusters
and merges the ones that contain coreferent items. For example, the two-member clus-
ter {IlovTv, IIpdedpog} will be merged with a cluster containing mentions which have
the lemma “mpoedpog”.

Phase 8 - Handle residual items: Further merging is attempted concerning smaller
clusters which contain null subjects and pronouns. Additionally, singletons, i.e. one-

member clusters, are removed.

4. Evaluation of the coreference resolution system
4.1 Evaluation setup

The evaluation of the system was performed on a corpus of texts drawn from the web
and the Greek Dependency Treebank’. Two subsets (Sets 1 and 2), constituting the
largest part of the corpus, belonged to the news domain, while a small corpus sub-
set (Set 3) comprised opinionated texts. The corpus was automatically annotated with
information about lemma, PoS tag and dependency relations. The annotations were
then manually corrected so as to establish that the CR system’s performance could
be assessed without being affected by any pre-processing errors, while the remaining

errors could be attributed to the algorithm itself.

5  http://gdt.ilsp.gr
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For evaluation purposes it is required to compile a golden corpus, i.e. the correct
output of the system, against which the system output is compared. To obtain the gol-
den output, a second version of the corpus was created, where the coreferential chains
were manually indicated.

Table 2 provides the details of the evaluation corpus.

Sets | Type Source | Texts | Sentences Mean | Tokens Mean
number of number

sentences of tokens

Setl | news GDT; web 40 311 7,78 6.913 22,23
Set2 | news in.gr 81 791 9,77 21.843 27,61
Set3 rest.aurant athinorama 15 446 29,73 8.711 19,53

reviews
136 1.548 37.467

Table 2 | Evaluation corpus

4.2 Evaluation results

A CR system’s performance is assessed in terms of its capacity to detect the coreferent
expressions within a text and cluster them together. For our experiments a series of
established evaluation metrics have been employed, namely MUC (Vilain et al., 1995),
B3 (Bagga and Baldwin, 1998), CEAF (Luo, 2005) and BLANC (Recasens and Hovy,
2011, Luo et al,, 2014). These metrics calculate the system’s felicity in detecting core-
ference relations, by comparing the system output to the golden output, and produce
recall, precision and F scores.

Recall, in this case, measures the number of the correct coreference chains (clusters)
that the system succeeds in creating. Precision, on the other hand, denotes how many
of the system-created coreference chains (clusters) are correct, while the F score indi-
cates the harmonic mean of these two measures. It should be noted that at this point,
where the first system version was evaluated, it was necessary to establish that the
system was capable of creating correct clusters; subsequently, the precision score was
more important than recall.

Table 3 lists the results obtained for the specific dataset. The bold-faced values are the

highest ones obtained per set regarding the precision and F scores. It is observed that
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the average precision for all sets approximates 83%, while the corresponding F score

is close to 77%.

Setl | Set2 | Set3
Metrics | Recall | Precision F I Recall | Precision F I Recall | Precision F
MUC 0,78 0,92 | 0,84 0,66 0,83 | 0,73 0,52 0,72 | 0,60
B’ 0,74 0,92 | 0,81 0,61 0,82 | 0,69 0,52 0,73 | 0,60
CEAFM 0,79 0,88 | 0,83 0,68 0,78 | 0,73 0,59 0,72 | 0,65
CEAFE 0,83 0,82 | 0,82 0,75 0,71 | 0,72 0,68 0,66 | 0,67
BLANC 0,69 0,91 | 0,77 0,53 0,78 | 0,61 0,36 0,66 | 0,45

Table 3 | Evaluation results for the first release of the CR system

From the evaluation results it is evident that the first system release has achieved a
promising performance, despite the fact that some phenomena, for instance split ante-
cedents, metonymy or long-distance or inter-sentential dependencies, have by design
not been addressed in the first implementation. Therefore, it is expected that there is
ground for further improvement.

Furthermore, some preliminary testing has shown that factors such as text size or
number of mentions possibly have an impact on the system’s performance (see Table 4);
yet further experimentation with more texts and various domains is needed to establish
this correlation and its statistical significance. In a similar vein, the high frequency-of-
occurrence of null subjects, which is observed in Set 3, predictably influences the sys-

tem’s precision, as the task of finding the antecedent of null subjects is more intricate.

Setl | Set2 | Set3
Precision 0,92 0,83 0,73
F 0,84 0,73 0,67
Mean number of sentences 7,78 | 9,77 | 29,73
Mean number of tokens 22,23 | 27,61 | 19,53
Mean number of mentions 0,40 | 0,18 | 0,13
Mean number of null subjects 0,10 | 0,12 | 0,24

Table 4 | System’s precision in relation to the evaluation corpus size
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5. Summary and future directions

In the present paper a coreference resolution system has been presented. To our know-
ledge, it is the first system that has been developed for the Greek language. It follows a
domain-independent, rule-based approach that falls under the category of the entity-
mention models. The system can handle all types of expressions, nominal and prono-
minal ones as well as null subjects.

High precision being mainly targeted, clustering of the coreferent expressions in a
text is performed gradually through the employment of a set of morphological and
syntactic criteria. The first system release, reported on here, has yielded promising
results, having achieved precision of ~83%.

In parallel with the CR system, an annotation scheme has been developed, which
apart from coreference, describes two types of relations between linguistic expressi-
ons: near identity and bridging. The scheme has been used for annotating a medium-
size corpus of Greek texts mainly originating from the news domain.

Future directions involve handling of more demanding phenomena such as split an-
tecedents or the detection of inter-sentential pronoun-antecedent chains. The anapho-
ricity check, through which expressions not referring to an entity are excluded from
being possible candidates, could also be enhanced. Furthermore, exploiting semantic
knowledge and/or the factor of context (cf. Recasens et al., 2013: 2) is expected to subs-
tantially improve the system’s precision in detecting coreferential expressions. Finally,
it is planned to experiment with different genres and domains in order to assess whe-
ther the domain/genre factor has an impact on performance, even though the system’s

rationale and implementation are domain-independent.
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